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(57) ABSTRACT

A system has an input device for collecting gesture informa-
tion of a user, a computing device for processing the gesture
information collected by the input device, a memory for stor-
ing information of executive trajectories for executing vari-
ous functions, and an output device for displaying the infor-
mation processed by the computing device, wherein each
executive trajectory is defined as an executive input for each
function, if a gesture performed by the user completes one of
the executive trajectories, a function corresponding to the
corresponding executive trajectory is executed, wherein, if
the user starts a gesture, the computing device compares a
path of a trajectory of a gesture performed by the user with
start paths of the executive trajectories and selects candidate
trajectories having similarity higher than a preset criterion,
and wherein the candidate trajectories are displayed by the
output device to suggest path information of the candidate
trajectories to the user.

13 Claims, 14 Drawing Sheets
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FIG. 1A
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FIG. 1B
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FIG. 1C
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FIG. 1D
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FIG. 1E
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1
SYSTEM AND METHOD FOR
IMPLEMENTING USER INTERFACE

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to Korean Patent Applica-
tion No. 10-2012-0042969, filed on Apr. 25, 2012, and all the
benefits accruing therefrom under 35 U.S.C. §119, the con-
tents of which in its entirety are herein incorporated by ref-
erence.

BACKGROUND

1. Field

The present disclosure relates to a system and method for
implementing a user interface, and more particularly, to a
system and method for implementing a user interface, which
may set an input method for performing various function in
various ways and allow a user to intuitively perceive the
defined input method.

2. Description of the Related Art

As portable electronic computer devices such as smart
phones come into wide use, functions provided by such
devices are being diversified. Due to such diversified func-
tions, input methods for performing such functions also need
to be more diversified. Accordingly, there is needed a user
interface for allowing a user to intuitively perceive various
input methods without memorizing them one by one.

In order to intuitively perceive inputs, at a user interface
using a touch screen, an input method for executing a function
has been proposed that user performs a predefined gesture
corresponding to a function.

As an exemplary conventional technique of input methods,
a moving body which may be touched and moved by a user is
graphically displayed on a screen along with a path represent-
ing a direction along which the moving body should be
moved. For example, if the user moves the moving body along
the displayed path, the electronic device is unlocked.

However, in the above conventional technique, the pro-
vided gesture is very simple and limited, and so it is difficult
to execute various functions by using various gestures.

Electronic devices are expected to be developed to perform
more functions. Therefore, it is needed to suggest an input
method capable of executing more diversified functions to
catch up with this trend. In addition, it is required to give
convenience to a user using an electronic device by allowing
the user to intuitively perceive executive inputs for perform-
ing various functions without memorizing them one by one.

SUMMARY

The present disclosure is directed to providing a system
and method for implementing a user interface, which may
enhance diversity of input methods by endowing trajectories
of'various patterns as executive inputs for various functions of
an electronic device, and may allow the user to intuitively
perform a gesture according to a trajectory without memoriz-
ing trajectories one by one by showing a gesture path relating
to a function to be performed by the user in advance when the
user makes a gesture for performing the function.

In one aspect, there is provided a system for implementing
auser interface, which includes: an input device for collecting
gesture information of a user; a computing device for pro-
cessing the gesture information collected by the input device;
amemory for storing information of executive trajectories for
executing various functions; and an output device for display-
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ing the information processed by the computing device,
wherein each executive trajectory is defined as an executive
input for each function, so that, if a trajectory of a gesture
performed by the user completes one of the executive trajec-
tories, a function corresponding to the corresponding execu-
tive trajectory is executed, wherein, ifthe user starts a gesture,
the computing device compares a path of a trajectory of a
gesture performed by the user with start paths of the executive
trajectories and selects candidate trajectories having similar-
ity higher than a preset criterion, and wherein the selected
candidate trajectories are displayed by the output device to
suggest path information of the candidate trajectories to the
user.

According to an embodiment, the information of the
executive trajectories may include information about a start
point, a path and an end point, the executive trajectories may
be classified into trajectory groups, each having trajectories
with the same start point, and, in the case a start location of a
trajectory of a gesture performed by the user corresponds to
the start point, the candidate trajectories may be selected in a
trajectory group having the start point.

In addition, start points of the trajectory groups may be
respectively designated according to a plurality of functional
regions output from the output device.

In addition, the computing device may determine current
location information of an input device by which the user
inputs a gesture, and path information after the start paths of
the candidate trajectories to be performed by the user may be
suggested based on the current location of the input device.

In addition, path information after the start path may be a
part of the candidate trajectories.

In addition, the executive trajectories may include a com-
mon trajectory, and the common trajectory may be not dis-
played by the output device.

In addition, the input device may collect 3-dimensional
gesture information of a user, the output device may display a
3-dimensional virtual space set by the computing device, and
the executive trajectories may be 3-dimensional trajectories
expressible in the virtual space.

In another aspect of the present disclosure, there is pro-
vided a method for implementing a user interface, which
includes: storing information of executive trajectories for
executing various functions; defining each executive trajec-
tory as an executive input of each function; collecting gesture
information of a user by using an input device; calculating
similarity by comparing a path of a trajectory of a gesture of
the user with each start path of the executive trajectories,
when the user starts a gesture; selecting candidate trajectories
with similarity higher than a preset criterion; suggesting path
information of the candidate trajectories to the user by dis-
playing the selected candidate trajectories by an output
device; and when a trajectory of a gesture performed by the
user completes one of the executive trajectories, executing a
function corresponding to the completed trajectory.

According to an embodiment, the method may further
include: forming the information of the executive trajectories
by using information about a start point, a path and an end
point; and classifying the executive trajectories into trajectory
groups, each having executive trajectories with the same start
point, wherein, in the case a start location of a trajectory of a
gesture performed by the user corresponds to the start point,
the candidate trajectories may be selected in a trajectory
group having the start point.

In addition, the method may further include designating
start points of the trajectory groups respectively according to
functional regions display by the output device.
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In addition, the method may further include determining
current location information of an input device by which the
user inputs a gesture, wherein path information after the start
path of the candidate trajectories to be performed by the user
may suggested based on the current location of the input
device. Path information after the start path may be a part of
the candidate trajectories.

In addition, the method may further include selecting a
common trajectory of the executive trajectories, wherein the
common trajectory may be not displayed by the output
device.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other aspects, features and advantages of the
disclosed exemplary embodiments will be more apparent
from the following detailed description taken in conjunction
with the accompanying drawings in which:

FIGS. 1A to 1E are diagrams exemplarily showing execu-
tive trajectories;

FIGS. 2A to 2D are diagrams for illustrating a process of
performing a function by a gesture in a user interface system
according to an embodiment of the present disclosure;

FIG. 3 is a diagram for illustrating a process of performing
a function by a gesture in a user interface system according to
another embodiment of the present disclosure; and

FIGS. 4 and 5 are diagrams for illustrating a process of
performing a function by a gesture in a user interface system
according to further another embodiment of the present dis-
closure.

FIG. 6 is a diagram illustrating an example of a system for
implementing a user interface.

FIG.7is aflowchart illustrating an example of a method for
implementing a user interface.

DETAILED DESCRIPTION

Hereinafter, an embodiment of the present disclosure will
be described with reference to the accompanying drawings.
Though the present disclosure is described with reference to
the embodiments depicted in the drawings, the embodiments
are just examples, and the spirit of the present disclosure and
its essential configurations and operations are not limited
thereto.

A user interface system according to an embodiment of the
present disclosure includes an input device for collecting
gesture information of a user, a computing device for process-
ing the gesture information collected by the input device, a
memory for storing information of executive trajectories for
executing various functions, and an output device for display-
ing the information processed by the computing device.

The user interface system of this embodiment is applied to
an electronic device having a touch screen 200 (FIG. 3). The
touch screen 200 for receiving gesture information by the
touch of a user and displaying various information is an input
and output device of this system. The gesture information of
the user may be input by the hand of the user as well as various
input devices for example a stylus.

In addition, even though it is described in this embodiment
that the touch screen is used as an input and output device, the
present disclosure is not limited thereto. For example, a
screen may be provided as an output device, and a camera or
sensor capable of collecting gesture information of a user
may be separately used as an input device. The camera or
sensor collects gesture information by detecting a gesture of
the user in a state where the user does not touch the screen by
the hand or the stylus.
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According to the present disclosure, various executive tra-
jectories are defined as an executive input for each of a plu-
rality of function loaded in the system.

FIGS. 1A to 1E are diagrams exemplarily showing execu-
tive trajectories according to this embodiment.

The memory stores executive trajectories 1 to 5 as shown in
FIGS. 1A to 1E. The executive trajectories 1 to 5 may be
stored in the memory in advance by a system designer or may
be directly input and stored by a user.

Each of executive trajectories 1 to 5 corresponds to an
executive input for a specific function. For example, the
executive trajectory 2 corresponds to an executive input for
executing a “contents deleting” function. The executive tra-
jectory 3 corresponds to an executive input for executing a
“contents copying” function. And, the executive trajectory 4
corresponds to an executive input for executing a “contents
pasting” function. The executive trajectory 1 and the execu-
tive trajectory 5 are also endowed with inherent functions.

A function corresponding to the executive trajectory is
executed if a trajectory of a gesture performed by the user at
the touch screen completes one of the executive trajectories 1
to 5. For example, the “contents deleting” function is
executed if the user touches the touch screen 200 and com-
pletes a gesture substantially identical to the executive trajec-
tory 2.

In this embodiment, the executive trajectories 1 to 5 are
composed of information about a start point 10, a path 20
having intermediate points, and an end point 30. However, in
this embodiment, the start point 10 is just a criterion point of
astart path explained later but has no relation with a start point
of a trajectory of a gesture performed by the user.

Therefore, regardless of a point of the touch screen 200
where the user starts a gesture, if the gesture makes the same
trajectory, a function corresponding to the trajectory made by
the gesture is executed.

Since the executive trajectories 1 to 5 have a very high
degree of freedom, it is difficult for the user to memorize the
executive trajectories 1to 5 one by one and perform a gesture
corresponding to each executive trajectory.

Therefore, in this embodiment, among the executive tra-
jectories 1to 5, an executive trajectory for executing a desired
function is fed back so as to be checked by the user by the
naked eyes.

FIGS. 2A to 2D are diagrams for illustrating the concept of
feeding back an executive trajectory to the user.

As described above, the executive trajectories 2, 3, 4 are
entirely corresponding to executive inputs relating to contents
processing such as contents deleting, contents copying or
contents pasting. The executive trajectories 2, 3, 4 have a
common feature since their start paths are rounded from the
bottom to the top. Here, the “start path” means a part of a
trajectory extending from the start point of the trajectory
along the path.

Therefore, in this embodiment, the user may memorize
only the fact that the executive trajectory for executing a
function relating to contents processing has a start path
rounded from the bottom to the top, without memorizing
shapes of all executive trajectories 2, 3, 4.

In detail, as shown in FIG. 2A, the user touches the touch
screen 200 by the hand and takes a gesture by moving the
hand from the start point along a path rounded upwards. At
this time, the reference symbol 110 represents a start point of
the hand, and the reference symbol 120 represents a current
point of the hand.

Ifthe user starts a gesture, the computing device calculates
a location of the hand after a given time. The computing
device then obtains a trajectory of a gesture 100 formed from
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the start point 110 of the gesture to the current point 120. After
that, the computing device compares a path of the obtained
trajectory of a gesture 100 with start paths of the executive
trajectories 1 to 5 stored in the memory to check similarity
between them.

The process of comparing the path of a trajectory of a
gesture 100 with the start paths of the executive trajectories 1
to 5 stored in the memory to check similarity between them is
as follows.

1) First, a path of a trajectory of a gesture taken by the user
is called P, and paths of executive trajectories to be compared
with the above path are respectively called P, P,, ..., Py. In
the case a single subject moves via multiple locations in the
space during a certain time, a trajectory is obtained by record-
ing the locations together with their time. If the locations are
recorded just in order and accurate are not recorded, a row of
the locations is called a path.

2) In order to check similarity between start path of trajec-
tories and a path of a trajectory of a gesture taken by the user,
a similarity criterion of individual locations is defined in
advance. After calculating a Fuclidian distance d (x, y) of two
locations x and vy, if the value is not greater than t, two
locations are regarded as having similarity.

3) By using the above criterion, a path having a start point
atalocation similar to the start point of the path of a trajectory
of'a gesture is selected. Assuming that the start point 110 of P
is P,, ., and start points of paths P, P, . . . , P, of trajectories
are Py oo Pocrars - - + 5 Puistars cOrresponding paths of k
where d (P;_.,»» Pssare)<t are selected and called P,', P, . . .,
P,/

4) Among points on P,", P,', . . ., P,/, points at locations
similar to P, ,, namely a current point 120 of P, are found
according to the criterion proposed in Process 2) above. Par-
tial paths from start points of P,', P,', . . ., P,/ to points at
locations similar to P, , are stored. If many points are found
at locations similarto the current point of P in one of the paths
P, P, ..., P/, apartial path is separately stored for each
point. Such partial paths are called P, ", P, . .., P15, Py
Po'so o Paps oo Poga

5) Points corresponding to each other are found between P
and Py, Pro'y ooy Pia Py Poss oo Posy)s oo Pogyy ) In
detail, when the length of P is L. and intermediate points
p', p>, ..., p*except for the start point and the current point
are placed at points with lengths ofa [, a,1, ..., 2,1 (0<a,<1,
k=1, 2, . .., K) from the start point along the path of P, a
corresponding point is found in P, ', Py, ... Pyt Poyl
Poo's oo o Poys oo oL Pagyy,/s and if there is no point at the
corresponding location, a corresponding point is obtained by
performing interpolation to the path. For example, in the case
the length of P,," is L, and the intermediate points p,,’,
Pt .y, thereon are respectively placed at points with
lengths of b,L, |, b1y, . .., b Ly (0<b<1,j=1,2,...,1)
from the start point along the path, a corresponding point of
the point p* on P is found as follows. First, one having the
same value as a; is found from b, b,, .. ., b;, and if there is
an intermediate point corresponding to P,,', the point is
selected as a corresponding point of p*. If none of b, b,, . . .
b;, has the same value as a, a greatest value b5 among values
smaller than a; is found and a smallest value b among values
greater than a, are found from b, b,, ..., b,, and thenq, > is
obtained by performing interpolation according to Equation 1
below by using intermediate points p,,” and p,,° on P, ;'
corrg:sponding thereto and selected as a corresponding point
of p°.
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5 _ s —as)piy +(as = bs)pfy Equation 1

T (bs—a3)+ (a3 —bs)

6) If corresponding points between the partial paths and the
path of user’s gesture are obtained, Euclidian distances
between the corresponding points are obtained and entirely
added up so that its reciprocal number is used as similarity of
each partial path. However, in Processes 3) and 4) above,
similarity of paths of unselected trajectories is defined as O.

7) A trajectories are selected in sequential order from a
trajectory having greatest similarity as candidate trajectories
conforming to a trajectory of a gesture.

According to the above processes, the computing device
selects a trajectory of a gesture 100 and candidate trajectories
whose start paths have similarity higher than a predetermined
value, from the executive trajectories 1 to 5. The criterion for
the candidate trajectories may be preset as, for example, 90%,
and it would be understood that the criterion may be suitably
adjusted in consideration of similarity among the candidate
trajectories.

In this embodiment, since the user takes a gesture with the
intention of processing contents, the executive trajectory 2
(“contents deleting”), the executive trajectory 3 (“contents
copying”) and the executive trajectory 4 (“contents pasting™)
will be selected as candidate trajectories.

As shown in FIG. 2B, a part of the selected candidate
trajectories is displayed on the touch screen 200 to notify path
information about a direction in which the user should move
the hand from the current location 120.

Referring to FIG. 2B, trajectory 2' & 3' which is common
trajectory of the executive trajectory 2 and the executive
trajectory 3 based on the present location 120 and a trajectory
4'which is a part of the executive trajectory 4 are displayed on
the screen. The common trajectory 2' & 3' of the executive
trajectory 2 and the executive trajectory 3 substantially have
the same path in the executive trajectory 2 and the executive
trajectory 3.

In FIG. 2B, a trajectory of gesture 100 and dotted arrows
depicting all executive trajectories 2, 3, 4 are not displayed on
the actual screen. In other words, on the screen, there are
displayed only the trajectory 2' & 3' which is common trajec-
tory of the executive trajectory 2 and the executive trajectory
3 based on the current point 120 of the hand and the trajectory
4' which is a part of the executive trajectory 4.

By displaying the trajectory 2' & 3' which is common
trajectory of the executive trajectory 3 and the partial trajec-
tory 4' of the executive trajectory 4 on the screen as described
above, the number of candidate trajectories displayed on the
screen may be minimized so that the user may check the
candidate trajectories at a glance. However, the present dis-
closure is not limited thereto, and all executive trajectories 2,
3, 4 may also be displayed on the screen, as obvious to those
skilled in the art.

Meanwhile, in this embodiment, a function performed
when the executive trajectories 2, 3, 4 are completed at the
sides of the trajectory 2' & 3' which is common trajectory of
the trajectory 3 and the partial trajectory 4' which is a part of
the trajectory 4 may be displayed in a pop-up window. A
pop-up window recording “contents deleting or copying”
relating to a function by the executive trajectory 2 and the
executive trajectory 3 is output at the side of the trajectory
2' & 3'. A pop-up window recording “contents pasting” relat-
ing to a function by the trajectory 4 is output at the side of the
trajectory 4'. By this, the user may intuitively perceive that
one of two functions “contents deleting” and “contents copy-
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ing” may be executed by performing a gesture along paths
suggested by the trajectory 2' & 3'. The user may also intu-
itively perceive that the “contents pasting” function may be
executed by performing a gesture along the path suggested by
the trajectory 4'.

If the user wants the “contents deleting” function, the user
moves the hand along the trajectory 2' & 3'. If the hand of the
user reaches the current location 120 of FIG. 2C, namely the
end point of the trajectory 2' & 3', the computing device
checks similarity between a trajectory of a gesture 100 of
FIG. 2C and the executive trajectories 1 to 5. At this time, the
computing device may check similarity between a trajectory
of'a gesture 100 of FIG. 2C and all executive trajectories 1 to
5. However, in this embodiment, the computing device
checks similarity between a trajectory of a gesture 100 of
FIG. 2C and only preceding paths of the candidate trajectories
2, 3, 4 selected by the preceding process and selects a candi-
date trajectory again from the candidate trajectories 2, 3, 4.

In FIG. 2C, as the user moves the hand along the trajectory
2' & 3', the executive trajectory 4 having low similarity with a
trajectory of a gesture 100 drops out from the candidate
trajectories 2, 3, 4. Remaining portions 2' and 3' of two
remaining candidate trajectories 2 and 3 are displayed on the
screen, and a pop-up window recording each corresponding
function are displayed at the side of each trajectory. If the user
wants to perform the “contents deleting” function, the user
moves the hand and completes the executive trajectory 2 as
shown in FIG. 2D. And then, the “contents deleting” function
is executed.

According to the above configuration, in order to execute
the “contents deleting” function, the user may not memorize
the shape of the executive trajectory 2 exactly. In other words,
the user may memorize only the fact that a gesture relating to
contents processing starts with a path (see FIG. 2A) rounded
from the bottom to the top. In this case, if the user starts the
corresponding gesture, the computing device selects execu-
tive trajectories 2, 3, 4 relating to contents processing by
checking similarity and then guides the user to move the hand
to a certain location by displaying a part of the trajectory on
the screen. Therefore, the user may intuitively execute a
desired function without memorizing all the diversified
executive trajectories.

Meanwhile, in this embodiment, the computing device
records demonstration time to complete to complete the
executive trajectories and accuracy of the trajectories by the
user in memory, and selects an executive trajectory completed
in short demonstration time and having high accuracy as a
“common trajectory” which is frequently used by the user.

The selected common trajectory is excluded from the can-
didate trajectories and not displayed on the screen. In other
words, executive trajectories already known by the user and
frequently used are not displayed. Since path information
which is already known by the user and does not need to be
notified is not provided again, the interface may have a simple
configuration.

Meanwhile, according to another embodiment of the
present disclosure, the executive trajectories may be classi-
fied into a few trajectory groups, each having the same start
point, as shown in FIG. 3.

In detail, the user may form five trajectories 1 to 5 shown in
FIGS.1Ato 1E as a group subordinate to a specific start point.

Referring to FIG. 3, the touch screen 200 has a functional
region for executing application, which is displayed as an
icon 210 for executing a specific application.

The user may subordinate start points of the executive
trajectories 1 to 5 to the functional region for executing appli-
cation (namely, the icon 210) and endow functions for execut-
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ing corresponding applications to the trajectories 1 to 5. For
example, the executive trajectory 2 is endowed with an execu-
tive input for an “application executing” function, the execu-
tive trajectory 3 is endowed with an executive input for an
“application exit” function, and the executive trajectory 4 is
endowed with an executive input for an “application deleting”
function.

If the user touches the icon 210 by the hand and performs
a gesture, since the user has an intention of performing a
function relating to application executing, candidate trajec-
tories are selected from the group of the executive trajectories
1 to 5 corresponding to a function-executing input for the
application.

As shown in the upper part of FIG. 3, ifthe user touches the
icon 210 by the hand and performs a trajectory of a gesture
100, the executive trajectory 2 relating to “application execut-
ing”, the executive trajectory 3 relating to “application exit”
and the executive trajectory 4 relating to “application delet-
ing” are selected as candidate trajectories, and the trajectory
2' & 3' and the trajectory 4' are displayed on the screen.

Similar to the embodiment described above, the user may
execute an application by performing a gesture according to
the executive trajectory 2.

Meanwhile, the touch screen 200 may have a contents-
displaying functional region for displaying various kinds of
contents together with or separately from the functional
region for executing application.

The user may also subordinate the start points of the execu-
tive trajectories 1 to 5 of FIGS. 1A to 1E to the contents-
displaying functional region 220, and endow the executive
trajectories 1 to 5 with functions (contents copying, deleting
or the like) relating to contents processing.

If the user touches the contents-displaying functional
region 220 by the hand and performs a gesture, since the user
has an intention of performing a function relating to contents
processing, candidate trajectories are selected from the group
of the executive trajectories 1 to 5 relating to the contents
processing.

As shown in the lower part of FIG. 3, if the user touches the
contents-displaying functional region 220 by the hand and
performs atrajectory of a gesture 100, the executive trajectory
2 relating to “contents deleting”, the executive trajectory 3
relating to “contents copying” and the executive trajectory 4
relating to “contents pasting” are selected as candidate tra-
jectories, and the trajectory 2' & 3' and the trajectory 4' are
displayed on the screen.

Here, the executive trajectories 1 to 5 belonging to the
trajectory group having start points subordinate to the con-
tents-displaying functional region 220 have the same path
shape as the executive trajectories 1 to 5 belonging to the
trajectory group subordinate to the functional region for
executing application described above. Both trajectory
groups are just different from each other in the fact that their
start points are subordinate to different regions.

In other words, even though executive trajectories have the
same shape, they may be defined as executive inputs for
executing entirely different functions if different start points
are endowed thereto.

Ifthe above features are used, the user may perform various
functions by using just several trajectories so that executive
trajectories quite accustomed by the user and having rela-
tively simple paths are commonly used in various functional
regions in a state where only their functions are defined dif-
ferently.

Meanwhile, even though the former embodiment has been
described in relation to the user interface system using 2-di-
mensional trajectories, it should be understood that the user



US 9,075,445 B2

9

interface system according to the present disclosure may also
be desirably applied to a 3-dimensional user interface system.

FIGS. 4 and 5 are diagrams for illustrating a 3-dimensional
system for implementing a user interface according to further
another embodiment of the present disclosure.

The system for implementing a user interface according to
this embodiment includes an input device (not shown) for
collecting information about 3-dimensional gestures made by
a user, a computing device for processing the information
collected by the input device, and an output device 300 for
displaying a 3-dimensional virtual space.

The input device uses, for example, a depth camera for
detecting a behavior status of an object for example, hand by
using distance information between the camera and the
object.

The computing device calculates information and input
signals received from the input device. The computing device
outputs a 3-dimensional virtual space and various 3-dimen-
sional graphics through the output device as a central pro-
cessing unit.

Meanwhile, the system for implementing a user interface
includes a memory. The memory stores 3-dimensional trajec-
tories, which may be expressed with x-axis, y-axis and z-axis
coordinates on the 3-dimensional virtual space.

The output device displays the 3-dimensional virtual space
and provides a visible interface to the user. In this embodi-
ment, a monitor 300 for displaying a 3-dimensional virtual
space on a 2-dimensional screen is used as the output device.

As shown in FIG. 4, the depth camera detects a location of
apoint 310 on the hand of the user and matches the point 310
with a point 110 of the 3-dimensional virtual space on the
screen. At this time, in order to visually show the location of
the point 110 to the user, a cursor may be displayed on the
screen.

As shown in FIG. 5, in order to perform a function accord-
ing to a gesture, the user first makes a hand shape which
indicates the initiation of the gesture. For example, a motion
of attaching the thumb to the palm may be used for this
purpose. If a location of a single point on the hand of the user
and a hand shape for indicating the initiation of the gesture are
detected by the depth camera, the computing device recog-
nizes this motion as a behavior for fixing the start point of a
trajectory of a gesture and recognizes the point 110 corre-
sponding to the point 310 on the hand as a start point of a
trajectory of a gesture.

If the user moves the hand as shown in FIG. 5, the depth
camera detects the motion of the point 310 on the palm and
obtains a trajectory of a gesture 100 where a point corre-
sponding to a current location 310" of the hand is a current
point 120. Since the depth camera may detect movements in
the z-axis direction as well as in the x-axis and y-axis direc-
tions, it will be understood that a trajectory of a gesture 100 is
a 3-dimensional trajectory expressed with x-axis, y-axis and
z-axis coordinates in the 3-dimensional virtual space.

The computing device compares the 3-dimensional trajec-
tory of a gesture with paths of the executive trajectories by
means of the similarity checking process described above,
and selects candidate trajectories 2, 3, 4. As shown in FIG. 5,
parts 2' & 3', 4' of the selected candidate trajectories 2, 3,4 are
displayed on the monitor 300 to suggest a gesture completing
path for executing a function desired by the user.

While the exemplary embodiments have been shown and
described, it will be understood by those skilled in the art that
various changes in form and details may be made thereto
without departing from the spirit and scope of the present
disclosure as defined by the appended claims.
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What is claimed is:

1. A system for implementing a user interface, comprising:

an input device for collecting gesture information of auser;

a computing device for processing the gesture information

collected by the input device;

a memory for storing information of executive trajectories

for executing various functions; and

an output device for displaying the information processed

by the computing device,

wherein each executive trajectory is defined as an executive

input for each function, so that, if a trajectory of a gesture
performed by the user completes one of the executive
trajectories, a function corresponding to the correspond-
ing executive trajectory is executed,

wherein, if the user starts a gesture, the computing device

compares a path of a trajectory of a gesture performed by
the user with start paths of the executive trajectories and
selects candidate trajectories having similarity higher
than a preset criterion, and

wherein the selected candidate trajectories are displayed

by the output device to suggest path information of the
candidate trajectories to the user.

2. The system for implementing a user interface according
to claim 1,

wherein the information of the executive trajectories

includes information about a start point, a path and an
end point,

wherein the executive trajectories are classified into trajec-

tory groups, each having executive trajectories with the
same start point, and

wherein, in the case a start location of a trajectory of a

gesture performed by the user corresponds to the start
point, the candidate trajectories are selected in a trajec-
tory group having the start point.
3. The system for implementing a user interface according
to claim 2, wherein start points of the trajectory groups are
respectively designated according to functional regions out-
put from the output device.
4. The system for implementing a user interface according
to claim 1,
wherein the computing device determines current location
information of an input device by which the user inputs
a gesture, and

wherein path information after the start path of the candi-
date trajectories to be performed by the user is suggested
based on the current location of the input device.

5. The system for implementing a user interface according
to claim 4, wherein path information after the start path is a
part of the candidate trajectories.

6. The system for implementing a user interface according
to claim 1,

wherein the executive trajectories include a common tra-

jectory, and

wherein the common trajectory is not displayed by the

output device.

7. The system for implementing a user interface according
to claim 1,

wherein the input device collects 3-dimensional gesture

information of a user,

wherein the output device outputs a 3-dimensional virtual

space set by the computing device, and

wherein the executive trajectories are 3-dimensional tra-

jectories expressible in the virtual space.

8. A method for implementing a user interface, comprising:

storing information of executive trajectories for executing

various functions;
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defining each executive trajectory as an executive input of
each function;

collecting gesture information of a user by using an input
device;

calculating similarity by comparing a path of a trajectory of
a gesture performed by the user with start paths of the
executive trajectories, when the user starts a gesture;

selecting candidate trajectories with similarity higher than
a preset criterion;

suggesting path information of the candidate trajectories to
the user by displaying the selected candidate trajectories
by an output device; and

when a trajectory of a gesture performed by the user com-
pletes one of the executive trajectories, executing a func-
tion corresponding to the completed trajectory.

9. The method for implementing a user interface according

to claim 8, further comprising:

forming the information of the executive trajectories by
using information about a start point, a path and an end
point; and

classifying the executive trajectories into trajectory
groups, each having executive trajectories with the same
start point,

wherein, in the case a start location of a trajectory of a
gesture performed by the user corresponds to the start
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point, the candidate trajectories are selected in a trajec-
tory group having the start point.

10. The method for implementing a user interface accord-
ing to claim 9, further comprising:

designating start points of the trajectory groups respec-

tively according to functional regions displayed by the
output device.

11. The method for implementing a user interface accord-
ing to claim 8, further comprising:

determining current location information of an input

device by which the user inputs a gesture,

wherein path information after the start path of the candi-

date trajectories to be performed by the user is suggested
based on the present location of the input device.

12. The method for implementing a user interface accord-
ing to claim 11, wherein path information after the start path
is a part of the candidate trajectories.

13. The method for implementing a user interface accord-
ing to claim 8, further comprising:

selecting a common trajectory among the executive trajec-

tories,

wherein the common trajectory is not displayed by the

output device.



